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Differentiation 

rule function derivative 

sum rule 𝑠𝑠(𝑥𝑥) = 𝑓𝑓(𝑥𝑥) + 𝑔𝑔(𝑥𝑥) 𝑠𝑠′(𝑥𝑥) = 𝑓𝑓′(𝑥𝑥) + 𝑔𝑔′(𝑥𝑥) 

product rule 𝑝𝑝(𝑥𝑥) = 𝑓𝑓(𝑥𝑥) ⋅ 𝑔𝑔(𝑥𝑥) 𝑝𝑝′(𝑥𝑥) = 𝑓𝑓′(𝑥𝑥) ⋅ 𝑔𝑔(𝑥𝑥) + 𝑓𝑓(𝑥𝑥) ⋅ 𝑔𝑔′(𝑥𝑥) 

quotient rule 𝑞𝑞(𝑥𝑥) =
𝑓𝑓(𝑥𝑥)
𝑔𝑔(𝑥𝑥) 𝑞𝑞′(𝑥𝑥) =

𝑓𝑓′(𝑥𝑥) ⋅ 𝑔𝑔(𝑥𝑥) − 𝑓𝑓(𝑥𝑥) ⋅ 𝑔𝑔′(𝑥𝑥)

�𝑔𝑔(𝑥𝑥)�
2  

chain rule 𝑘𝑘(𝑥𝑥) = 𝑓𝑓�𝑢𝑢(𝑥𝑥)� 𝑘𝑘′(𝑥𝑥) = 𝑓𝑓′�𝑢𝑢(𝑥𝑥)� ⋅ 𝑢𝑢′(𝑥𝑥)   or   
d𝑘𝑘
d𝑥𝑥

=
d𝑓𝑓
d𝑢𝑢

⋅
d𝑢𝑢
d𝑥𝑥

 

 
 
Rules for logarithms 

rule condition 

log𝑔𝑔(𝑎𝑎) + log𝑔𝑔(𝑏𝑏) = log𝑔𝑔(𝑎𝑎𝑎𝑎) 𝑔𝑔 > 0,𝑔𝑔 ≠ 1, 𝑎𝑎 > 0, 𝑏𝑏 > 0 

log𝑔𝑔(𝑎𝑎) −  log𝑔𝑔(𝑏𝑏) =  log𝑔𝑔 �
𝑎𝑎
𝑏𝑏
� 𝑔𝑔 > 0,𝑔𝑔 ≠ 1, 𝑎𝑎 > 0, 𝑏𝑏 > 0 

𝑘𝑘 ⋅ log𝑔𝑔(𝑎𝑎) =  log𝑔𝑔(𝑎𝑎𝑘𝑘) 𝑔𝑔 > 0,𝑔𝑔 ≠ 1, 𝑎𝑎 > 0 

log𝑔𝑔(𝑎𝑎) =  
log𝑝𝑝(𝑎𝑎)
log𝑝𝑝(𝑔𝑔)

 𝑔𝑔 > 0,𝑔𝑔 ≠ 1, 𝑎𝑎 > 0,𝑝𝑝 > 0,𝑝𝑝 ≠ 1 

 
 
Sequences 

The sum of an arithmetic sequence is given by: 

 𝑆𝑆 = 1
2
𝑁𝑁(𝑢𝑢first + 𝑢𝑢last)   

Here 𝑁𝑁 is the number of terms. 

 
The sum of a geometric sequence with common ratio 𝑟𝑟 is given by: 

 𝑆𝑆 =
𝑢𝑢last+1 − 𝑢𝑢first

𝑟𝑟 − 1
 with 𝑟𝑟 ≠ 1 

 

 

  



 

Rules for random variables 

For two random variables 𝑋𝑋 and 𝑌𝑌, we have: 

E(𝑋𝑋 + 𝑌𝑌) = E(𝑋𝑋) + E(𝑌𝑌) 

For two independent random variables 𝑋𝑋 and 𝑌𝑌, we have: 

𝜎𝜎(𝑋𝑋 + 𝑌𝑌) = ��𝜎𝜎(𝑋𝑋)�2 + �𝜎𝜎(𝑌𝑌)�2 
 

If you have 𝑛𝑛 independent random experiments, each with the same  
random variable 𝑋𝑋, then the following holds for the sum 𝑆𝑆 and the mean 𝑋𝑋�: 
 

E(𝑆𝑆) = 𝑛𝑛 ⋅ E(𝑋𝑋) E(𝑋𝑋�) = E(𝑋𝑋) 

𝜎𝜎(𝑆𝑆) = √𝑛𝑛 ⋅ 𝜎𝜎(𝑋𝑋) 𝜎𝜎(𝑋𝑋�) =
𝜎𝜎(𝑋𝑋)
√𝑛𝑛

 
 

 
 
Binomial distribution 

For a binomially distributed random variable 𝑋𝑋, where 𝑛𝑛 is the number of trials and  
𝑝𝑝 the probability of success, the probability of 𝑘𝑘 successes is equal to: 

P(𝑋𝑋 = 𝑘𝑘) = �
𝑛𝑛
𝑘𝑘
� ⋅ 𝑝𝑝𝑘𝑘 ⋅ (1 − 𝑝𝑝)𝑛𝑛−𝑘𝑘 

 
Furthermore: E(𝑋𝑋) = 𝑛𝑛 ⋅ 𝑝𝑝  and  𝜎𝜎(𝑋𝑋) = �𝑛𝑛 ⋅ 𝑝𝑝 ⋅ (1 − 𝑝𝑝) 

 
 
Normal distribution 

If 𝑋𝑋 is normally distributed with mean 𝜇𝜇 and standard deviation 𝜎𝜎, then: 

𝑍𝑍 =
𝑋𝑋 − 𝜇𝜇
𝜎𝜎

 follows a standard normal distribution with: P(𝑋𝑋 ≤ 𝑔𝑔) = P �𝑍𝑍 ≤
𝑔𝑔 − 𝜇𝜇
𝜎𝜎

�  
 

 


